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Abstract 

This paper deals with the geometric multi-model fitting 
from noisy, unstructured point set data (e.g., laser scanned 
point clouds). We formulate multi-model fitting problem as 
a sequential decision making process. We then use a deep 
reinforcement learning algorithm to learn the optimal deci-
sions towards the best fitting result. In this paper, we have 
compared our method against the state-of-the-art on simu-
lated data. The results demonstrated that our approach sig-
nificantly reduced the number of fitting iterations. 

Introduction   

Geometric model fitting aims to reconstruct underlying 
models (e.g., lines, circles, characters, and buildings) from 
given data (e.g., images or laser scanning point clouds). 
With the reconstructed rich model information (e.g., shape, 
scale, rotation, and location), the data can be comprehen-
sively understood. With such merit, model fitting has con-
stantly attracted research interests for a long time. Howev-
er, the model fitting problem is far from being solved, at 
least in terms of computational speed, because of increas-
ing complexity of encountered data and thus models. A 
common case of complex data is that data conceive multi-
ple models. For example, a CAPTCHA image usually con-
tains multiple characters (George et al. 2017). A multi-
model fitting technique is needed to handle such data. 
 A recent trend for addressing model fitting problem is to 
formulate it as an optimization problem (Lake et al., 2015), 
such that it can be conveniently tackled by an existing op-
timization algorithm. Our previous method (Zhang et al., 
2019) uses the cuckoo search (CS) algorithm (Yang and 
Deb, 2010) to solve the optimization problem in model 
fitting, and notably achieves the new state-of-the-art in the 
challenging few-shot character recognition tasks (George 
et al. 2017). CS can approach the optimum with high preci-
sion. However, it usually takes many iterations to converge 
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to the optimum, especially when the fitting involves a large 
number of variables, which is the case of multi-model fit-
ting. The number of variables involved in �-model fitting 
is as large as � times that in single-model fitting. In other 
words, it is time-consuming to use CS to perform multi-
model fitting.  
 In this paper, we propose a reinforcement learning ap-
proach to optimization in multi-model fitting. Our insight 
is as follows. The selection of variable values for a model 
can be seen as a decision. The fitting of multiple models is 
a process that consists of a sequence of decisions. Such 
decision making process can be efficiently optimized by 
reinforcement learning. 
 The similar work to ours can be found in (Teboul et al. 
2013), which uses a traditional reinforcement learning 
method to control binary split shape grammar for parsing 
façade images. Their method works under the assumption 
that the split grammar has discrete variables. However, the 
variables involved in model fitting usually are continuous, 
which are challenging for a traditional reinforcement learn-
ing method to handle (Lillicrap et al. 2015). In contrast, 
our work is based on recently developed deep reinforce-
ment learning (DRL), which has made remarkable progress 
for a number of challenging tasks including continuous 
control (Lillicrap et al. 2015).  

Method 

A geometric model �  is a � -dimensional point set, i.e., 
� ⊂ ℝ�. In this paper, � = 3. Given a data point set � ⊂
ℝ� , the goal of model fitting is to find a model � that is 
most similar to �. For multi-model fitting, � is the union 

set of multiple models, i.e., � = ⋃ ��
���

��� , where � is the 

number of models, and ��
�  is the model defined by a given 

parametric rule � which is parameterized by variables � . 
Formally, multi-model fitting can be formulated as the 
following maximization problem:  



max
(��,��,⋯,��)

�(��, ��, ⋯ , ��) = �(⋃ ��
���

��� , �),     (1) 

where s(⋅,⋅) is the similarity estimator defined in (Zhang et 
al. 2019). The pseudo-code of our method is shown in Ta-
ble 1, where the DRL actor q is based on (Lillicrap et al. 
2015). Our method follows a hypothesis and verify para-
digm to solve the maximization problem Eq. (1). In each 
iteration, for each model, a hypothesis value ��  is proposed 
according to the actor and exploration noise. Then the hy-
pothesis is verified through computing the reward in order 
to update the actor. 
 We now present the computation cost of the proposed 
DRL based n-model fitting method. In each iteration, the 
computational time cost of a hypothesis and verify algo-
rithm is composed of two parts: the hypothesis part 
����

� and the verify part ����
� . Therefore, the total computa-

tional cost is ���� = ����(����
� +  ����

� ), where ����  is the 
total number of iterations. For n-model fitting, it is needed 
to calculate the verify function f for n times in each itera-
tion. Let ��  be the cost to calculate f one time, then ����

� =

��� , and  ���� = ����(����
� + ��� ) . In contrast, the CS 

based method (Zhang et al. 2019) only needs to calculate f 
one time in one iteration. Consequently, the total computa-
tional cost of the CS based method is ��� = ���(���

� + �� ). 

It can be concluded that, when �� ≫ ����
�  and ��� > �����, 

DRL is more efficient than CS. Note that ��  is determined 

by the data and the model sizes (Zhang et al. 2019). There-
fore, �� ≫ ����

�  holds for many applications in which data 

and model sizes are large. For example, a laser scanning 
point cloud is usually large in size as containing millions of 
points. 

Experiments 

In this abstract, we preliminarily evaluate our method by 
fitting line segments to the data ��  shown in Fig. 1(b). 
Specifically, the parametric rule � input to our method is a 
vertical line segment rule with only one variable � ∈ ℝ 
that determines the horizontal location of the line segment. 
We also fix the number of models � = 4. 

As shown in Figs. 1(c) and 1(d), DRL fits the data well 
after only 100 iterations, whereas CS cannot well fit the 
data even after 1000 iterations. The evolutions of similarity 
during fitting are shown in Fig. 2, where each line repre-
sents the mean of similarity values and the patches around 
each line represents the standard deviations. The mean 
values and standard deviations are computed from 5 times 
of fitting. The results clearly indicates that DRL is tens of 
times more efficient than CS in terms of the numbers of 
fitting iterations. 

 
Fig. 2: Fitting similarities at different iterations of DRL and CS. 
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Table 1: The proposed method. 

input: a data point set �, a parametric rule � with variable �, the 

number of models �, the DRL actor �, the verify function f 

output: (��
∗, ��

∗, ⋯ , ��
∗) that maximize Eq. (1). 

Randomly initialize (��
∗, ��

∗, ⋯ , ��
∗) 

for iteration j = 1 to ����  do 

for i =1 to n do 

Select variable �� = �(�)+��, where ��  is exploration noise 

Observe reward �� = �(��, ��, ⋯ , ��) − �(��, ��, ⋯ , ����) 

Update q according to �� 

if ���(1), �(2), ⋯ , �(�)� > �(��
∗, ��

∗, ⋯ , ��
∗) then 

   (��
∗, ��

∗, ⋯ , ��
∗) = ��(1), �(2), ⋯ , �(�)� 

 

    
(a)       (b)       (c)       (d) 

Fig. 1: Data point sets. (a) Clean data ��; (b) Corrupted data ��, 
which is generated by adding some outliers to ��. (c) The model 
fitted by CS after 1000 iterations. (d) The model fitted by DRL 
after 100 iterations. 
 


